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Abstract

Words often convey affect—emotions,
feelings, and attitudes. Lexicons of word–
affect association have applications in au-
tomatic emotion analysis and natural lan-
guage generation. However, existing lexi-
cons indicate only coarse categories of af-
fect association. Here, for the first time,
we create an affect intensity lexicon with
real-valued scores of association. We use
a technique called best–worst scaling that
improves annotation consistency and ob-
tains reliable fine-grained scores. The lex-
icon includes terms from general English
as well as terms specific to social media
communications. It has close to 6,000 en-
tries for four basic emotions. We will be
adding entries for other affect dimensions
shortly.

1 Introduction

Words often convey affect—emotions, feelings,
and attitudes. Some words have affect as a core
part of their meaning. For example, dejected and
wistful denotate some amount of sadness (and are
thus associated with sadness). On the other hand,
some words are associated with affect even though
they do not denotate affect. For example, fail-
ure and death describe concepts that are usually
accompanied by sadness and thus they connotate
some amount of sadness. Lexicons of word–affect
association have numerous applications, includ-
ing: tracking brand and product perception, track-
ing support for issues and policies, tracking pub-
lic health and well-being, literary analysis, devel-
oping more natural dialogue systems, and disas-
ter/crisis management. However, existing manu-
ally created affect lexicons only indicate coarse

categories of emotion association, for example, as-
sociated with fear or not associated with fear.

On the other hand, words can be associated with
different intensities (or degrees) of an emotion.
For example, most people will agree that the word
condemn is associated with a greater degree of
anger (or more anger) than the word irritate. How-
ever, annotating instances for fine-grained degrees
of affect is a substantially more difficult undertak-
ing than categorical annotation. Respondents are
presented with greater cognitive load and it is par-
ticularly hard to ensure consistency (both across
responses by different annotators and within the
responses produced by the same annotator).

Best-Worst Scaling (BWS) is an annotation
scheme that addresses these limitations (Louviere,
1991; Cohen, 2003; Louviere et al., 2015). Anno-
tators are given n items (an n-tuple, where n > 1
and commonly n = 4). They are asked which
item is the best (highest in terms of the property
of interest) and which is the worst (least in terms
of the property of interest). When working on 4-
tuples, best–worst annotations are particularly ef-
ficient because each best and worst annotation will
reveal the order of five of the six item pairs. For
example, for a 4-tuple with items A, B, C, and D,
if A is the best, and D is the worst, then A > B, A
> C, A > D, B > D, and C > D.

We can calculate real-valued scores of associa-
tion between the items and the property of inter-
est from the best–worst annotations for a set of
4-tuples (Orme, 2009; Flynn and Marley, 2014).
It has been empirically shown that three annota-
tions each for 2N 4-tuples is sufficient for ob-
taining reliable scores (where N is the number of
items) (Louviere, 1991; Kiritchenko and Moham-
mad, 2016).1

1At its limit, when n = 2, BWS becomes a paired com-
parison (Thurstone, 1927; David, 1963), but then a much
larger set of tuples need to be annotated (closer to N2).



Here, for the first time, we create an affect in-
tensity lexicon with real-valued scores of associ-
ation using best–worst scaling. For a given word
and emotion X, the scores range from 0 to 1. A
score of 1 means that the word conveys the high-
est amount of emotion X. A score of 0 means that
the word conveys the lowest amount of emotion
X. We will refer to this lexicon as the NRC Af-
fect Intensity Lexicon. It has close to 6,000 entries
for four basic emotions: anger, fear, joy, and sad-
ness. We will shortly be adding entries for four
more emotions: trust, disgust, anticipation, and
surprise. We will also be adding entries for va-
lence, arousal, and dominance. It includes com-
mon English terms as well as terms that are more
prominent in social media platforms, such as Twit-
ter. It includes terms that are associated with emo-
tions to various degrees. For a given emotion,
this even includes some terms that may not pre-
dominantly convey that emotion (or that convey
an antonymous emotion), and yet tend to co-occur
with terms that do. Antonymous terms tend to co-
occur with each other more often than chance, and
are particularly problematic when one uses auto-
matic co-occurrence-based statistical methods to
capture word–emotion connotations. Thus, it is
particularly beneficial to have manual annotations
of affect intensity for these terms.

We show that repeat annotations of the terms
in the Affect Intensity Lexicon with independent
annotators lead to affect association scores that
are close to the scores obtained originally (Spear-
man Rank correlations of 0.92; Pearson correla-
tion: 0.91). The fine-grained score obtained with
BWS and the high correlations on repeat annota-
tions indicate that BWS is both markedly discrim-
inative (helps identify small differences in affect
intensity) and markedly reliable (provides stable
outcomes). We make the NRC Affect Intensity
Lexicon freely available for, non-commercial, re-
search purposes.2

2 Related Work

Psychologists have argued that some emotions are
more basic than others (Ekman, 1992; Plutchik,
1980; Parrot, 2001; Frijda, 1988).3 Thus, most
work on capturing word–emotion associations has
focused on a handful of emotions, especially since

2www.saifmohammad.com/WebPages/AffectIntensity.htm
3However, they disagree on which emotions (and how

many) should be classified as basic emotions—some propose
6, some 8, some 20, and so on.

manually annotating for a large number of emo-
tions is arduous. In this project, the goal is to cre-
ate an affect intensity lexicon for the eight emo-
tions emotions: anger, fear, joy, sadness, disgust,
trust, anticipation, and surprise. These are the
eight emotions considered to be most basic by
(Plutchik, 1980). The eight emotions include the
six emotions considered most basic by (Ekman,
1992), as well as trust and anticipation.

There is a large body of work on creating va-
lence or sentiment lexicons, including the Gen-
eral Inquirer (Stone et al., 1966), ANEW (Nielsen,
2011; Bradley and Lang, 1999), MPQA (Wiebe
et al., 2005), and norms lexicon by Warriner et al.
(2013). The work on creating lexicons for cate-
gorical emotions such as joy, sadness, fear, etc,
is comparatively small. WordNet Affect Lexi-
con (Strapparava and Valitutti, 2004) has a few
hundred words annotated with the emotions they
evoke.4 It was created by manually identifying the
emotions of a few seed words and then marking
all their WordNet synonyms as having the same
emotion. The NRC Emotion Lexicon was cre-
ated by crowdsourcing and it includes entries for
about 14,000 words and eight Plutchik emotions
(Mohammad and Turney, 2013, 2010).5 It also in-
cludes entries for positive and negative sentiment.

All of the emotion work and a vast majority of
the valence (sentiment) work has used categorical
annotation or a coarse rating scale to obtain anno-
tations. This is not surprising, because it is dif-
ficult for humans to provide direct scores at a fine
granularity. A common problem is inconsistencies
in annotations among different annotators. One
annotator might assign a score of 7.9 to a word,
whereas another annotator may assign a score of
6.2 to the same word. It is also common that
the same annotator assigns different scores to the
same word at different points in time. Further, an-
notators often have a bias towards different parts
of the scale, known as scale region bias. Despite
this, a key question is whether humans are able to
distinguish affect at only four or five coarse lev-
els, or whether we can discriminate across much
smaller affect intensity differences.

Best-Worst Scaling (BWS) was developed by
Louviere (1991), building on some ground-
breaking research in the 1960s in mathematical
psychology and psychophysics by Anthony A. J.

4http://wndomains.fbk.eu/wnaffect.html
5http://www.purl.org/net/saif.mohammad/research



Marley and Duncan Luce. However, it is not well
known outside the areas of choice modeling and
marketing research. Within the NLP community,
BWS has thus far been used for creating datasets
for relational similarity (Jurgens et al., 2012),
word-sense disambiguation (Jurgens, 2013), and
word–sentiment intensity (Kiritchenko and Mo-
hammad, 2016). In this work we use BWS to
annotate words for intensity (or degree) of affect.
With BWS we address the challenges of direct
scoring, and produce more reliable emotion inten-
sity scores. Further, this will be the first dataset
that will also include emotion scores for words
common in social media.

There is growing work on automatically deter-
mining word–emotion associations (Mohammad
and Kiritchenko, 2015; Mohammad, 2012; Strap-
parava and Valitutti, 2004; Yang et al., 2007).
These automatic methods often assign a real-
valued score representing the degree of associa-
tion. However, they have been evaluated on the
class of emotion they assign to each word. With
the NRC Affect Intensity Lexicon, one can evalu-
ate how accurately the automatic methods capture
affect intensity.

3 NRC Affect Intensity Lexicon

We now describe how we created the NRC Affect
Intensity Lexicon.

3.1 Term Selection
We chose to annotate commonly used English
terms, as well as terms common in social media
texts, so that the resulting lexicon can be applied
widely. Twitter has a large and diverse user base,
which entails rich textual content.6 Tweets have
plenty of non-standard language such as emoti-
cons, emojis, creatively spelled words (happee),
hashtags (#takingastand, #lonely) and conjoined
words (loveumom). Tweets are often used to con-
vey one’s emotions, opinions towards products,
and stance over issues. Thus, emotion analysis of
tweets is particularly compelling.

Since most words do not convey a particular
emotion to a marked degree, annotating all words
for all emotions is sub-optimal. Thus, for each
of the eight emotions, we created separate lists of
terms that satisfied either one of the two properties
listed below:

6Twitter is an online social networking and microblogging
service where users post and read messages that are up to 140
characters long. The posts are called tweets.

• The word is already known to be associated with
the emotion (although the intensity of emotion
it conveys is unknown).

• The word has a tendency to occur in tweets that
express the emotion.

With these properties in mind, for our annotation,
we included terms form two separate sources:

• The words listed in the NRC Emotion Lexicon
that are marked as being associated with any of
the Plutchik emotions.

• The words that tend to co-occur more often than
chance with emotion-word hashtags in a large
tweets corpus. (Emotion-word hashtags, such
as #angry, #fear, and #happiness, act as noisy
labels of the corresponding emotions.)

Since the NRC Emotion Lexicon (Mohammad and
Turney, 2013, 2010) included only those terms
that occur frequently in the Google n-gram corpus
(Brants and Franz, 2006), these terms satisfy the
‘commonly used terms’ criterion as well.

As the Twitter source, we make use of the Hash-
tag Emotion Corpus (Mohammad, 2012), which is
a large collection of tweets that each have at least
one emotion-word hashtag. This dataset has emo-
tion word hashtags corresponding to the eight ba-
sic Plutchik emotions. As mentioned before, we
consider the emotion word hashtags as (noisy) la-
bels of the corresponding emotions. For every
word w that occurred more than ten times in the
corpus, we compute the pointwise mutual infor-
mation (PMI) between the word and each of the
emotion labels e.

PMI (w, e) = log
freq(w, e)

freq(w) ∗ freq(e)
(1)

where freq(w, e) is the number of times w occurs
in a sentence with label e. freq(w) and freq(e)
are the frequencies of w and e in the corpus. If a
word has a greater-than-chance tendency to occur
in tweets with a particular emotion label, then it
will have a PMI score that is greater than 1. For
each emotion, we included all terms in the Hash-
tag Emotion Corpus (Mohammad, 2012) that had
a PMI > 1. Note that this set of terms included
both terms that are more common in social media
communication (for example, soannoyed, grrrrr,
stfu, and thx) as well as regular English words.7

7Some of the terms included from the Twitter source were
deliberate spelling variations of English words, for example,
bluddy and sux.



3.2 Annotating for Affect Intensity with
Best–Worst Scaling

For each emotion, the annotators were presented
with four words at a time (4-tuples) and asked
to select the word that conveys the highest emo-
tion intensity and the word that conveys the lowest
emotion intensity. 2×N (where N is the number
of words to be annotated) distinct 4-tuples were
randomly generated in such a manner that each
word is seen in eight different 4-tuples, and no two
4-tuples have more than two items in common. We
used the script provided by Kiritchenko and Mo-
hammad (2016) to obtain the BWS annotations.8

Kiritchenko and Mohammad (2016) showed
that using just three annotations per 4-tuple pro-
duces highly reliable results. We obtained four in-
dependent annotations for each 4-tuple. Note that
since each word occurs in eight different 4-tuples,
each word is involved in 8 × 4 = 32 best–worst
judgments. We obtained annotations from native
speakers of English residing in the United States
of America. Annotators were free to provide re-
sponses to as many 4-tuples as they wished. The
set of 4-tuples for each emotion was annotated by
50 to 75 people. A sample questionnaire is shown
below.

Words Associated With Most And Least Anger

Words can be associated with different degrees
of an emotion. For example, most people will
agree that the word condemn is associated with a
greater degree of anger (or more anger) than the
word irritate. The goal of this task is to determine
the degrees of anger associated with words. Since
it is hard to give a numerical score indicating the
degree of anger, we will give you four different
words and ask you to indicate to us:

• which of the four words is associated with the
MOST anger

• which of the four words is associated with the
LEAST anger

A rule of thumb that may be helpful is that a word
associated with more anger tends to occur in many
angry sentences, whereas a word associated with
less anger tends to occur in fewer angry sentences.

Content Warning: Since this task is about words
associated with anger, some of the words you may
encounter may be offensive.

8http://saifmohammad.com/WebPages/BestWorst.html

Important Notes
• Choose the answer that you think most native

speakers of English will choose.
• If the answer could be either one of two or

more words (i.e., they are associated with equal
degrees of anger), then select any one of them
as the answer.

• Some words such as, furious and irritated,
are not only associated with anger, they also
explicitly express anger. Others do not express
anger, but they are associated with the emo-
tion; for example, argument and corruption
are associated with anger. To be selected as
‘associated with MOST anger’ or ‘associated
with LEAST anger’, a word does not have to
explicitly express anger.

• Some words have more than one meaning,
and the different meanings may be associated
with different degrees of anger. If one of the
meanings of the word is strongly associated
with anger, then base your response on that
meaning of the word. For example, if one of
the words in the list is mad, then base your
response on the angry sense of mad, as opposed
to the mentally unstable sense of mad.

• Even when considering a particular sense or
meaning of word, the word may convey differ-
ing degrees of anger in differing contexts. Base
your response on the average anger associated
with the word in that sense.

• Most importantly, try not to over-think the an-
swer. Let your instinct guide you.

EXAMPLE

Q1. Identify the term associated with the MOST
anger.
• tree
• grrr
• boiling
• vexed
Ans: boiling

Q2. Identify the term associated with the LEAST
anger
• tree
• grrr
• boiling
• vexed
Ans: tree

The questionnaires for other emotions are similar
in structure.



Word Anger Word Fear Word Joy Word Sadness
outraged 0.964 horror 0.923 sohappy 0.868 sad 0.844
brutality 0.959 horrified 0.922 superb 0.864 suffering 0.844
satanic 0.828 hellish 0.828 cheered 0.773 guilt 0.750
hate 0.828 grenade 0.828 positivity 0.773 incest 0.750
violence 0.742 strangle 0.750 merrychristmas 0.712 accursed 0.697
molestation 0.742 tragedies 0.750 bestfeeling 0.712 widow 0.697
volatility 0.687 anguish 0.703 complement 0.647 infertility 0.641
eradication 0.685 grisly 0.703 affection 0.647 drown 0.641
cheat 0.630 cutthroat 0.664 exalted 0.591 crumbling 0.594
agitated 0.630 pandemic 0.664 woot 0.588 deportation 0.594
defiant 0.578 smuggler 0.625 money 0.531 isolated 0.547
coup 0.578 pestilence 0.625 rainbow 0.531 unkind 0.547
overbearing 0.547 convict 0.594 health 0.493 chronic 0.500
deceive 0.547 rot 0.594 liberty 0.486 injurious 0.500
unleash 0.515 turbulence 0.562 present 0.441 memorials 0.453
bile 0.515 grave 0.562 tender 0.441 surrender 0.453
suspicious 0.484 failing 0.531 warms 0.391 beggar 0.422
oust 0.484 stressed 0.531 gesture 0.387 difficulties 0.421
ultimatum 0.439 disgusting 0.484 healing 0.328 perpetrator 0.359
deleterious 0.438 hallucination 0.484 tribulation 0.328 hindering 0.359

Table 1: Example entries for four (of the eight) emotions in the NRC Affect Intensity Lexicon. For each
emotion, the table shows every 100th and 101th entry, when ordered by decreasing emotion intensity.

The 4-tuples of words were uploaded for an-
notation on the crowdsourcing platform, Crowd-
Flower.9 About 5% of the data was annotated in-
ternally before hand (by the author). These ques-
tions are referred to as gold questions. The gold
questions are interspersed with other questions. If
one gets a gold question wrong, they are immedi-
ately notified of it. If one’s accuracy on the gold
questions falls below 70%, they are refused fur-
ther annotation, and all of their annotations are
discarded. This serves as a mechanism to avoid
malicious annotations. In addition, the gold ques-
tions serve as examples to guide the annotators. In
a post-annotation survey, the respondents gave the
task high scores for clarity of instruction (an av-
erage of 4.5 out of 5) and overall satisfaction (an
average of 4.3 out of 5).

The BWS responses were translated into scores
by a simple calculation (Orme, 2009; Flynn and
Marley, 2014): For each item, the score is the pro-
portion of times the item was chosen as having the
most intensity minus the proportion of times the
item was chosen as having the least intensity. The
scores range from -1 to 1. Since degree of emotion
is a unipolar scale, we linearly transform the the -1
to 1 scores to scores in the range 0 to 1. We refer
to the full list of words along with their real-valued
scores of affect intensity as the NRC Affect Inten-
sity Lexicon. The lexicon has about 12,000 en-
tries with about 1500 entries for each of the eight

9http://www.crowdflower.com

Figure 1: A histogram of word–anger intensities.
Anger intensity scores are grouped in bins of size
0.05. The colors of the bars go from green to or-
ange in increasing order of affect intensity.

emotions. Table 1 shows some example entries
from the lexicon. Figure 1 shows the histogram of
word–anger intensities. Observe that the intensity
scores have a normal distribution. The histograms
for other emotions have a similar shape. The lexi-
con is made freely available for, non-commercial,
research purposes.10

10www.saifmohammad.com/WebPages/AffectIntensity.htm



Emotion Spearman Pearson
anger 0.906 0.912
fear 0.910 0.912
joy 0.925 0.924
sadness 0.904 0.909

Table 2: Split-half reliabilities (as measured by
Pearson correlation and Spearman rank correla-
tion) for the anger, fear, joy, and sadness entries
in the NRC Affect Intensity Lexicon.

4 Reliability of the Annotations

One cannot use standard inter-annotator agree-
ment to determine quality of BWS annotations be-
cause the disagreement that arises when a tuple
has two items that are close in emotion intensity
is a useful signal for BWS. For a given 4-tuple,
if respondents are not able to consistently identify
the word that has highest (or lowest) emotion in-
tensity, then the disagreement will lead to the two
words obtaining scores that are close to each other,
which is the desired outcome. Thus a different
measure of quality of annotations must be utilized.

A useful measure of quality is reproducibility
of the end result—if repeated independent manual
annotations from multiple respondents result in
similar intensity scores, then one can be confident
that the scores capture the true emotion intensities.
To assess this reproducibility, we calculate average
split-half reliability (SHR) over 100 trials. SHR is
a commonly used approach to determine consis-
tency in psychological studies, that we employ as
follows. All annotations for an item (in our case,
tuples) are randomly split into two halves. Two
sets of scores are produced independently from
the two halves. Then the correlation between the
two sets of scores is calculated. If the annotations
are of good quality, then the correlation between
the two halves will be high. Table 2 shows the
split-half reliabilities for the anger, fear, joy, and
sadness entries in the NRC Affect Intensity Lex-
icon. Observe that both the Pearson correlation
and the Spearman rank correlations are above 0.9,
indicating a high degree of reproducibility. Note
that SHR indicates the quality of annotations ob-
tained when using only half the number of annota-
tions, the correlations obtained when repeating the
experiment with four annotations for each 4-tuple
is expected to be higher than 0.91. Thus 0.91 is a
lower bound on the quality of annotations obtained
with four annotations per 4-tuple.

5 Applications

The NRC Affect Intensity Lexicon has many ap-
plications including automatic sentiment and emo-
tion analysis. Mohammad and Bravo-Marquez
(2017) show its usefulness for automatically de-
termining in intensity of emotion conveyed by
tweets. They also annotate a dataset of tweets
for degree (or intensity) of emotion felt by the
speaker—the Tweet Emotion Intensity Dataset.
The lexicon along with Tweet Emotion Intensity
Dataset can be used to study the interplay between
tweet emotion intensity and the intensity of words
that make up the tweet. The lexicon also has appli-
cations in the areas of digital humanities and liter-
ary analysis, where it can be used to identify high-
intensity words. The NRC Affect Intensity Lexi-
con can also be used as a source of gold intensity
scores to evaluate automatic methods of determin-
ing word affect intensity.

6 Conclusions

We created the NRC Affect Intensity Lexicon,
which is a high-coverage lexicons that captures
word–affect intensities for eight basic emotions.
We used the technique of best–worst scaling
(BWS) to obtain fine-grained scores (and word
rankings) and address issues of annotation con-
sistency that plague traditional rating scale meth-
ods of annotation. We show that repeat annota-
tions of the terms in the Affect Intensity Lexi-
con with independent annotators lead to affect as-
sociation scores that are close to the scores ob-
tained originally (Spearman Rank correlations of
0.92; Pearson correlation: 0.91). The fine-grained
score obtained with BWS and the high correlations
on repeat annotations indicate that BWS is both
markedly discriminative (helps identify small dif-
ferences in affect intensity) and markedly reliable
(provides stable outcomes). The lexicon has ap-
plications in automatic emotion analysis as well
as in understanding affect composition—how af-
fect of a sentence is impacted by the affect of its
constituent words. We are already in the process
of adding entries for the emotions of disgust, trust,
surprise, and anticipation. Then we will obtain va-
lence, arousal, and dominance scores for all of the
terms in the NRC Affect Intensity lexicon.
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