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2. Quantitative Comparison of Rating Scale and Best–Worst Scaling 

Hypothesis: BWS produces more reliable ranking than 

rating scales for the same total number of annotations. 

• Emotion intensities in tweets: 

Emotion Intensities in Tweets. Saif M. Mohammad and Felipe Bravo-Marquez. 

*Sem-2017. 

• Investigating the effect of modifiers on sentiment composition: 

Kiritchenko and Mohammad. The Effect of Negators, Modals, and Degree 

Adverbs on Sentiment Composition. WASSA-2016. 

• Opposing polarity phrases: 

Kiritchenko and Mohammad. Sentiment Composition of Words with Opposing 

Polarities. NAACL-2016. 
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1.2 Best–Worst Scaling (Louviere and Woodworth, 1990) 
Annotation questions: Given a 4-tuple (4 items), 

• which item is the Best (e.g., the most positive)? 

• which item is the Worst (e.g., the most negative)? 

1. Our Contribution 

2. Complexities of Comparative Evaluation 1.1 Rating Scales (Traditional Method) 

All data and scripts used in this project are available at: 

http://www.saifmohammad.com/WebPages/bwsVrs.html 
 

Code for Best‒Worst Scaling and all lexicons are available at: 

http://www.saifmohammad.com/WebPages/BestWorst.html  

 

[1] Kiritchenko and Mohammad. The Effect of Negators, Modals, and 

Degree Adverbs on Sentiment Composition. WASSA-2016. 

[2] Kiritchenko and Mohammad. Capturing Reliable Fine-Grained 

Sentiment Associations by Crowdsourcing. NAACL-2016. 

[3] Kiritchenko and Mohammad. Sentiment Composition of Words with 

Opposing Polarities. NAACL-2016. 

RS half-sets: 4N (~13K) ann. vs. 4N (~13K) ann. 

Each half-set includes 4 ann./term for N terms 

BWS half-sets: 4N (~13K) ann. vs. 4N (~13K) ann. 

Each half-set includes 2 ann./tuple for 2N tuples 

• We pit rating scale against BWS in a quantitative 

experiment to determine which method provides more 

reliable results.  

• We produce real-valued sentiment intensity ratings for 

3,207 English terms (words and phrases) using both 

methods by aggregating responses from several 

independent annotators.  

• We show that BWS ranks terms more reliably.  

• The difference in reliability is more marked when about 5N 

(or less) total annotations are obtained, which is the case 

in many NLP annotation projects.  • The “true” intensities are not known. 

• A useful measure of quality is reproducibility—if repeated 

independent manual annotations from multiple respondents 

result in similar sentiment scores, then one can be confident that 

the scores capture the true sentiment intensities. 

• To make the reproducibility evaluation fair, we ensure that the 

term scores are inferred from the same total number of 

annotations for both methods: krsN = kbwsm. 

Annotation question: Rate an item on a scale  (e.g., strongly 

disagree to strongly agree, wickedly yucky to wickedly yummy) 

• BWS surpasses RS on the ability to reliably rank items 

by sentiment, especially for phrasal items. 

• The reliability obtained by RS with 10 annotations/term 

is matched by BWS with only 3N total annotations. 

5. Other BWS Projects 

-4 -3 -2 -1 0 1 2 3 4 

Experimental set-up: 

• We annotate 3,207 (N) English terms (words and 

phrases) by crowdsourcing 

• RS: Each of the N terms is labeled by 20 respondents 

• BWS: Each of the 2N 4-tuples is labeled by 10 

# annotations avg. Δ score (0..1) avg. Δ rank ρ r 

3N 0.11 397 0.85 0.85 

5N 0.10 363 0.87 0.88 

20N 0.08 264 0.93 0.93 

Differences in final outcomes of BWS and RS, for different total 

numbers of annotations (N=3,207 is the number of terms) 

Q1. How different are the annotations? 

Q2. How reproducible are the term scores and rankings? 

2. Background 
Traditional annotation method: rating scale (rate an item on 

a scale, e.g., ‘strongly disagree’ to ‘strongly agree’) 

Advantages of Best–Worst Scaling (BWS):  

• addresses RS problems through item comparisons 

• good results with annotations for ~2N 4-tuples 
• multiple sets of 2N tuples generated randomly 

• set that maximizes tuple diversity is chosen 

1. Fine-Grained Dimensional Annotation 

Annotation question: Given a term, rate this term on a 9-point 

sentiment scale: 

Annotation questions: Given a 4-tuple (4 terms), 

• identify the term that is associated with the most amount of 

negative sentiment; 

• identify the term that is associated with the most amount of 

positive sentiment. 

Quantitative comparison: 

We calculate average split-half reliability (SHR) over 

100 trials. 

Conclusions: 

extremely negative 

moderately negative 

neither positive nor negative 

moderately positive 

extremely positive 

Problems with Rating Scales (RS): 

• inconsistencies in annotations by different annotators 

• inconsistencies in annotations by the same annotator 

• scale region bias 

• fixed granularity 

Obtaining real-valued scores: annotations for a term 

from multiple respondents are averaged.  

Conclusions: the ranks/scores diverge considerably, 

especially for commonly used annotation scenarios with 

only 3N or 5N total annotations. 

Obtaining real-valued scores (Orme, 2009): 

𝑠𝑐𝑜𝑟𝑒 𝑡 = %𝑏𝑒𝑠𝑡 𝑡 − %𝑤𝑜𝑟𝑠𝑡(𝑡) 

Annotation questions: Given a 4-tuple (4 items), 

• which item is the Best (e.g., associated with the most 

amount of positive sentiment)? 

• which item is the Worst (e.g., associated with the most 

amount of negative sentiment)? 

annotations 

compare two  

rankings  

(Spearman’s ρ) 

repeat  

100 times, 

average ρ term ranking 

half the 

annotations 

term ranking 

Q1. Differences in outcomes of RS and BWS 

Q2. Reproducibility 

If repeated annotations from multiple respondents result 

in similar sentiment scores, then one can be confident 

that the scores capture the true sentiment intensities. 

Split-half reliability: 

half the 

annotations 

Results: 


