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Antonymy

Recognizing Textual Entailment and Contradictions

Kinds Why be antonymy-aware Entailment and contradiction Stanford three-stage RTE system

* Clear opposites: *' * Recognizing Textual Entailment and Contradictions: A practical definition of entailment: H: st ceaguir s cnms.

. ) Antonyms and polarity can preserve or contradict meaning. A text (or source) T entails a hypothesis H if a normal reader would be happy | linguisue S aranh L remires &

* paraphrases: to accept T as strong evidence that H is true (assuming that T is reliable). analysis ' alignment classification
Sirius Black could not the dementors. A practical definition of contradiction. o N entails
| . Th ' BI k. . Alignment: good - 0.30

+ Contrasting word pairs: @ dementors inus Blac T contradicts H if it is very unlikely that both T and H can be true at the A

: » disagreement, contention, and contradiction: same time. 2o ) score - 3w - 088 qidSidia Neither

— < Giuliani’s 9/11 emergency management was wLEE
I';g response was one of his biggest criticisms. — contradicts
Example:
ComPUting WOrd'pair antOnymy: Mohammad et al. 2008 ’ gummarizaftio?: | - Jeator of " T1 Internet media company Yahoo Inc. announced Monday it is buying AntOrlym features
resence of antonyms is an indicator of summary-wor - - "

Method: it y y-wortny Overture Services Inc. in a $1.63-billion (U.S.) cash-and-stock deal that « Check if an aligned pair of words (across T and H) are antonyms.

 |dentify contrasting word pairs | will bolster its on-line search capabilities.

. . . . contrast: * |f yes, then boolean features generated:
* using seed antonym pairs and thesaurus categories. | | | |
+ Determine degree of antonymy Gregory Peck can play both and roles. Entails: Contradicts: » Antonyms appear in contexts of matching polarity
«using distributional distance and tendency to co-occur. Peck can only play roles, not ones. 11.1 Yahoo bought Overture H1.5 Overture bought Yahoo Hitler the plane crash.

Evaluation: * identifying entailments and contradictions 1.2 Overture was acquired by Yahoo H1.6 Yahoo sold Overture Hitler in a plane crash

950 GRI.E tyle closest it { - - - - - 1.3 Overture was bought * Only the hypothesis (or source) word appears in negative polarity context

~Style ClOSes-O0pposiie quUestions. » Sentiment detection, detecting humor, improving H1.4 Yahoo is an internet company y H'z};p the ol N PP Jative poiarity

Results: distributional thesauri. Hl't/er P ep anle Crasn. A

F score =.70 (baselines: .20 and .22). fier ala-not tie Iima piane crash.
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TAC 2008: RTE task

UMD three-stage architecture for summarization: Data Conclusions
1. Tagging: the Stanford Parser (Klein and Manning 2003). Stages 1 and 2: tagging and sentence compression. 1000 source and hypothesis pairs » Our system stoqd 7t among the 33 participating systems.
Sort of - taaged and ] Semtence » Performance using automatically generated antonyms and those
entences .a.re Par -OI-speech tagge | an .F.)arse - ' Entity Tagger \: Three submissions by Stanford--UMD compiled from a manually created resource such as WordNet is
» Named entities in the sentences are identified. Sentence with | | comparable.
2. Sentence compression: Trimmer (Zajic 2007) reovles o N T B WordNet : used only WordNet antonyms * Appealing method for resource-poor languages.
| | N TMEBOR N\ Ny ~T T T T \ Automatic: used antonyms determined from our automatic method » Using the manually generated antonyms in addition to the automaticall
L . . b , | | g Y9 y y
* Linguistically motivated rules to mask syntactic components of Parse | arser | All : used both manually and automatically determined antonyms generated antonyms did not improve performance by much.
the parse of a source sentence. o D
* Rules are applied iteratively, and in many combinations Results Future work
 Compression-specific feature values are assigned: Compressions \{ Trimmer J WordNet Automatic All « Apply the method to data richer in contradictions
* number of rule applications “ 2-way accuracy 61.7 61.7 61.7 » Analyze the manifestation of antonyms in contradictory source—
* parse tree depth of various rule applications. 3-way accuracy 55 4 55 6 55 6 hypothesis pairs.
3. Candidate selection Stage 3: candidate selection. — : : ' » Use sophisticated antonymy features that take into account syntactic
J .
Avg. precision 44 .08 44 .26 44 27 dependencies.
o Static features:
Candidates Query Document
» position of sentence in the document; length; —| Document
compression-specific features; relevance scores S~ oo 3/ =] =
| Relevance & !
+ Dynamic features include: | | Centralty Scorer : : JHL
ynamic features inclu | Candigstess. " Featuro TAC 2008: Opinion Summarization Task
* redundancy with current summary state; number of candidates Welgh’s
from the same source document already in the summa entence /@
_ _ . . y ry Summary \[ SSeltector J BlOg data RGSU":S
» Candidates are selected for inclusion until the summary reaches ol /
prescribed word limit or the pool is exhausted. é * 609 documents covering 25 topics T TR o A
* Writing style is informal ank Score 2 ank chre Y
Trimmer + Antonymy Features ot oo * Natural language textis enmeshed in metadata Pyramid  11/19 | A14/1 | 1319 | 0.130/"
. . . . . ocument fragment: ' '
E);?cr)r;me egch of the words na sentence to determine whether it has an Extracting text to be summarized Grammaticality 16/19 4 4/10 17/19 4 318/10
ym within the same within the same document. _ o Non-redundanc 3/19 6.7/10 6/19 6.364/10
+ Ifnot, then the antonymy score contributed by this word is 0. -or @ .ong tme, prySiosts )fh(’“ght that + Extract content from HTML <BODY> ... </BODY> tags Coheroncd 310 | 545 T 1119 T 520075
+ Ifyes, then the antonymy score contributed by this word is its degree New calculations show that in fact the Universe » ' De.code h!;MbL'eP]SOded char?(;ters y J Fluency  9/19 3.6/10 15/19 | 3.318/10
of antonymy with the word it is most antonymous to. will continue to °-g-, GMLSP 10T SPace, ~cdmp Ior ampersan
| | * Convert HTML separator tags into newlines
» The antonymy score of a sentence is the sum of scores of constituent words. + e.g., <BR>, <HR>, <TD>, <P> Conclusions

* Remove remaining HTML tags

* The performance of the UMD summarizer was roughly middle-of-the-pack.
» Remove common non-content phrases , ,
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: " o i ht” * Adding antonymy features:
» Saif Mohammad, Bonnie Dorr, and Graeme Hirst. October 2008. Computing Word-Pair | | We thank Marie-Catherine de Marneffe, Sebastian Pado, Christopher | TraCk'BaCif , 'Blog This", Qprnght . J ] y ﬁl
Antonymy. In Proceedings of the Conference on Empirical Methods in Natural Manning, and the rest of the Stanford University RTE team for working * Filter out any line of text containing fewer than n = 6 words. Improvead conerence
Language Processing (EMNLP-2008), Waikiki, Hawaii. with us in putting forward a joint Stanford--UMD submission. This work * negatively affected other aspects.
« Sebastian Pado, Marie-Catherine de Marneffe, Bill MacCartney, Anna N. Rafferty, Eric was supported, in part, by the National Science Foundation under Grant UMD submissions F Work
Yeh, and Christopher D. Manning. November 2008. Manning. Deciding Entailment | | No. 11S-0705832, in part, by the Human Language Technology Center of uture Wor
and Contradiction with Stochas.tic and Edit Distance-based Al?gnment. In Excellence, and i.n part, by the Naturgl .Scienc.:es.and Engineering. 1. Trimmer - Use antonymy features more extensively
Proceedings of the Text Analysis Conference (TAC 2008), Gaithersburg, MD. Research Council of Canada. Any opinions, findings, and conclusions or 2. Trimmer + Antonymy features . _
. . . . , . e . « focus on antonyms in adjacent sentences;
» David M. Zajic. 2007. Multiple Alternative Sentence Compressions (MASC) as a Tool for | | recommendations expressed in this material are those of the authors and e include svntactic dependency information
Automatic Summarization Tasks. Ph.D. thesis, University of Maryland, MD. do not necessarily reflect the views of the sponsor. y p y :




